# Week 3 Progress

* Forked and installed MetaGPT into a new GitHub repo
  + Had lots of odd issues trying to install
  + Have a fresh Anaconda venv to work in
  + Do you want access to the repo?
* Met with Ash and shared thoughts on how to actually implement design roles
  + Prompts themselves are just string templates, should be very doable to iterate and test through to find the best prompts for our goals
  + I think most of the challenge will be implementing standardised outputs and rewriting parsers so chained agents can learn from previous
  + Also not sure how the shared contextual memory works yet, concerned it would be quite difficult to rewrite it changing the output format breaks the current implementation
* Tried to figure out how we could use ngrok to use Google Colab GPU
  + Concerned that from what I can tell either a OpenAI or Anthropic API key seems like a hard coded requirement, would require a lot of work to change – no default support for a Meta API key for Llama-2
  + Slightly confused as to how we would use ngrok in this context
  + **Is there anyway we could get funding? Would not need much to run on a light model**